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Abstract

Background: Young male workers in South Korea face unique challenges that can
impact their subjective life satisfaction. This study aimed to develop and evaluate a novel
machine learning model to predict their life satisfaction. Methods: We integrated Entity
Embeddings with Attention mechanisms into an ordinal logistic regression framework.
Entity Embeddings transformed categorical variables into dense vectors, while the
Attention mechanism prioritized the most influential features. Model performance
was compared against Random Forest, Gradient Boosting, and K-Nearest Neighbors
(KNN) using metrics such as Mean Absolute Error (MAE), Root Mean Squared Error
(RMSE), and R-squared (R?). Results: The Entity Embeddings with Attention model
demonstrated superior predictive accuracy compared to all baseline models across
all evaluation metrics. Ordinal logistic regression facilitated model interpretability,
revealing key predictors of life satisfaction, including monthly salary, job satisfaction,
company size, weekly working hours, and educational background. Conclusions: This
study provides valuable insights for policymakers and employers to enhance the well-
being of young male workers in South Korea. The proposed model offers a robust
and interpretable approach for predicting subjective life satisfaction, enabling targeted
interventions to address the specific needs and challenges of this demographic.
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1. Introduction

Life satisfaction refers to an individual’s overall assessment of
their life as a whole, encompassing various domains such as
physical health, mental well-being, relationships, and personal
achievements [1]. Subjective life satisfaction is a critical
indicator of individual well-being and quality of life, often
measured on a 5-point Likert scale. For young male workers,
understanding the factors that influence their life satisfaction
is essential for developing effective policies and interventions
aimed at improving their overall well-being. Previous research
has extensively explored various factors influencing life satis-
faction and turnover, leveraging traditional regression models
and machine learning techniques. Studies have shown that
factors such as job security, salary, work-life balance, and
organizational culture significantly impact life satisfaction and
turnover intentions. For instance, Doede (2017) [1] investi-
gated race as a predictor of life satisfaction and turnover among
nurses, while Lazzari ef al. [2] (2022) examined employee
turnover intentions using various predictive models. These
studies have primarily utilized logistic regression, factorization
machines, and ensemble methods like Random Forest and

Gradient Boosting to model the relationships between different
variables and life satisfaction or turnover [3, 4].

While regression models, such as logistic regression and
linear regression, are widely used due to their interpretability
and simplicity, they face significant limitations when dealing
with high-dimensional data, especially when the data includes
categorical variables with many levels. These models often
require extensive feature engineering to handle interactions
between variables and to transform categorical variables into
numerical formats. Moreover, regression models may struggle
to capture complex, non-linear relationships inherent in high-
dimensional datasets, leading to suboptimal predictive perfor-
mance [5, 6].

Entity Embeddings with Attention mechanisms offer a pow-
erful alternative to traditional regression models in handling
high-dimensional data with numerous categorical variables.
Entity Embeddings transform categorical variables into dense,
continuous vectors, enabling the model to learn meaningful
representations of these features. This approach reduces the
need for extensive manual feature engineering and allows
the model to capture intricate relationships between variables.
Also, The Attention mechanism further enhances the model’s
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capability by dynamically focusing on the most relevant parts
of the input data. This is particularly advantageous when
dealing with large datasets with many features, as it allows the
model to weigh the importance of different features and inter-
actions, leading to more accurate and interpretable predictions
[7, 8]. The combined use of Entity Embeddings and Attention
mechanisms can significantly improve the model’s ability to
predict subjective life satisfaction by capturing both the global
structure and local nuances of the data [9—12].

This study aimed to predict the subjective life satisfaction
of young male workers in South Korea using Entity Embed-
dings with Attention mechanisms. Additionally, to enhance
the interpretability of the developed model, ordinal logistic
regression analysis was applied to understand the relationship
between predictors and the ordinal outcome of subjective life
satisfaction. The primary objectives were to develop a pre-
dictive model that leveraged Entity Embeddings and Attention
mechanisms to handle high-dimensional, categorical data ef-
fectively, to compare the performance of this model against
established reference models, including Random Forest, Gra-
dient Boosting, and K-Nearest Neighbors, and to conduct
a variable importance analysis to identify key predictors of
subjective life satisfaction among young male workers. The
remainder of this paper is organized as follows: Section II
reviews related works. Section III describes the details of
the proposed model. Section IV presents the experimental
analysis. Finally, Section V concludes the paper.

2. Related work

Traditional regression models, such as logistic regression and
linear regression, have been widely used to predict various
outcomes, including life satisfaction and turnover intentions.
Logistic regression is particularly popular for binary classi-
fication tasks due to its interpretability and simplicity. For
instance, Doede (2017) [1] used logistic regression to study
race as a predictor of life satisfaction and turnover among
nurses. Similarly, linear regression has been employed to
model the relationship between continuous dependent vari-
ables and multiple independent variables. However, these
models face significant limitations when dealing with high-
dimensional data, especially with numerous categorical vari-
ables. They often require extensive feature engineering to
transform categorical variables into numerical formats and
to create interaction terms, which can be labor-intensive and
prone to human error. Additionally, traditional regression
models may struggle to capture complex, non-linear relation-
ships, leading to suboptimal predictive performance [2].
Ensemble learning methods, such as Random Forest and
Gradient Boosting, have been introduced to overcome some
of the limitations of traditional regression models. Random
Forest, an ensemble method that constructs multiple decision
trees, aggregates their predictions to improve accuracy and
robustness. This method has been widely applied in various
domains, including employee turnover prediction. For exam-
ple, Zhao et al. [4] (2019) utilized Random Forest to predict
employee turnover with machine learning, demonstrating its
effectiveness in handling large datasets with multiple features.
Gradient Boosting, another powerful ensemble method, builds
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an ensemble of weak learners, typically decision trees, to itera-
tively minimize prediction error. This method has been shown
to outperform traditional regression models in many predic-
tive tasks, including life satisfaction and turnover prediction.
Skelton et al. [6] (2020) used Gradient Boosting to predict
manufacturing employee turnover intentions, highlighting its
ability to capture complex relationships between variables.

Deep learning has revolutionized the field of predictive
modeling by providing advanced capabilities for capturing
complex, non-linear relationships in high-dimensional data.
Neural network-based approaches, such as Deep Neural Net-
works (DNNs), have been successfully applied in various
domains, including image recognition, natural language pro-
cessing, and recommendation systems. However, traditional
DNNs are typically suited for dense, numerical inputs and may
not be directly applicable to high-dimensional, sparse datasets
commonly found in Click-Through Rate (CTR) prediction and
employee satisfaction studies.

To address this issue, Factorization Machine-supported
Neural Networks (FNN) have been proposed. FNN combines
an embedding layer pretrained by Factorization Machines
(FM) to convert sparse features into a low-dimensional
dense space with a DNN component to capture high-order
interactions. This approach has shown promise in handling
high-dimensional categorical data and improving predictive
performance [13].

D. Entity Embeddings and Attention Mechanisms Entity
Embeddings with Attention mechanisms offer a novel ap-
proach to handling high-dimensional data with numerous cat-
egorical variables. Entity Embeddings transform categorical
variables into dense, continuous vectors, enabling the model
to learn meaningful representations of these features. This
reduces the need for extensive manual feature engineering and
allows the model to capture intricate relationships between
variables. The Attention mechanism further enhances the
model’s capability by dynamically focusing on the most rel-
evant parts of the input data. This is particularly advantageous
when dealing with large datasets with many features, as it
allows the model to weigh the importance of different features
and interactions, leading to more accurate and interpretable
predictions [14].

Recent studies have demonstrated the effectiveness of Entity
Embeddings and Attention mechanisms in various applica-
tions. For instance, Rezaei and Houmansadr (2021) [8] utilized
Entity Embeddings with Attention to improve the accuracy
of network flow fingerprinting, while Umuroglu ef al. [10]
(2017) applied these techniques to enhance the performance
of binarized neural network inference. These studies highlight
the potential of Entity Embeddings and Attention mechanisms
to address the limitations of traditional regression models and
improve predictive performance in high-dimensional, sparse
datasets.

Entity Embeddings with Attention mechanisms offer a novel
approach to handling high-dimensional data with numerous
categorical variables. Entity Embeddings transform categor-
ical variables into dense, continuous vectors, enabling the
model to learn meaningful representations of these features.
This reduces the need for extensive manual feature engineering
and allows the model to capture intricate relationships between
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variables. The Attention mechanism further enhances the
model’s capability by dynamically focusing on the most rel-
evant parts of the input data. This is particularly advantageous
when dealing with large datasets with many features, as it
allows the model to weigh the importance of different features
and interactions, leading to more accurate and interpretable
predictions.

Recent studies have demonstrated the effectiveness of Entity
Embeddings and Attention mechanisms in various applica-
tions. For instance, Rezaei and Houmansadr (2021) [8] utilized
Entity Embeddings with Attention to improve the accuracy
of network flow fingerprinting, while Umuroglu ef al. [10]
(2017) applied these techniques to enhance the performance
of binarized neural network inference. These studies highlight
the potential of Entity Embeddings and Attention mechanisms
to address the limitations of traditional regression models and
improve predictive performance in high-dimensional, sparse
datasets.

In summary, while traditional regression models and en-
semble learning methods have been widely used for predicting
life satisfaction and turnover, they face significant limitations
when dealing with high-dimensional data with numerous cat-
egorical variables. Neural network-based approaches, particu-
larly those leveraging Entity Embeddings and Attention mech-
anisms, offer a powerful alternative by effectively handling
high-dimensional data and capturing complex relationships
between variables. This study aims to build on these advance-
ments by applying Entity Embeddings with Attention mecha-
nisms to predict subjective life satisfaction among young male
workers in South Korea, comparing its performance against
established reference models such as Random Forest, Gradient
Boosting, and K-Nearest Neighbors.

3. Proposed method

3.1 Proposed model: entity embeddings
with attention

The primary model employed in this study is based on Entity
Embeddings with Attention mechanisms. This approach is
well-suited for handling high-dimensional data with numerous
categorical variables.

1. Entity Embeddings: Categorical variables are
transformed into dense vectors using Entity Embeddings. This
step reduces the need for extensive manual feature engineering
and allows the model to capture intricate relationships between
variables. Formally, let (x;) be a categorical variable with (k)
categories. The Entity Embedding layer maps (x;) to a dense
vector (¢; € R%), where (d) is the embedding dimension.

[e; = Embedding(z;)]

2. Attention Mechanism: The Attention mechanism dynam-
ically focuses on the most relevant parts of the input data. This
is achieved by assigning attention weights to each feature, al-
lowing the model to weigh the importance of different features
and interactions. Given a set of feature embeddings (eq, eo, ...,
en), the Attention mechanism computes a context vector (c) as

follows:

o = exp(ultomh(Wei + b))
Y j=1n exp(uTtenh(We; + b))

n
Cc = E ;€4
i=1

Here, (W) and (u) are learnable parameters, («;) are the
attention weights, and (c) is the context vector that summarizes
the important features.

The architecture of the proposed model consists of the fol-
lowing components:

* Input Layer: Takes the preprocessed data as input.

* Embedding Layer: Converts categorical variables into
dense vectors using Entity Embeddings.

 Attention Layer: Applies attention weights to focus on
relevant features.

» Dense Layers: Captures high-order interactions between
variables through multiple fully connected layers.

* Output Layer: Predicts the subjective life satisfaction on a
5-point Likert scale.

The final prediction (g) is computed as:

[?7 =0 (Woh + bO)]

Where (h) is the output of the final dense layer, (W,) and
(b,) are the weights and bias of the output layer, and (o) is the
sigmoid activation function.

3.2 Variable importance analysis

To identify key predictors of subjective life satisfaction, a vari-
able importance analysis was conducted. For Random Forest
and Gradient Boosting models, the importance of each variable
was assessed based on how much each variable reduces the im-
purity (e.g., Gini impurity or entropy) in the decision trees. For
the Entity Embeddings with Attention model, attention weights
were analyzed to determine which features the model focuses
on the most. This analysis provides insights into the factors
that significantly influence the subjective life satisfaction of
young male workers.

3.3 Regression analysis

In addition to the advanced machine learning models, ordinal
logistic regression analysis was conducted to understand the
relationship between predictors and the ordinal outcome of
subjective life satisfaction. Ordinal regression is suitable for
modeling outcomes that have a natural order but unknown
distances between categories, such as the 5-point Likert scale
used in this study. This analysis enhances the interpretability
of the model by providing odds ratios for each predictor, indi-
cating how changes in predictor variables affect the likelihood
of higher subjective life satisfaction.
The ordinal regression model is formulated as follows:



P(Y <j)
1 —= | =a; — X
e (=) = - x
Where (P(Yj)) is the probability of the outcome being less
than or equal to category (j), (c;) are the threshold parame-

ters, (X) is the matrix of predictors, and () is the vector of
regression coefficients.

4. Experiments

4.1 Dataset and participants

The dataset for this study was sourced from the Graduates Oc-
cupational Mobility Survey (GOMS), which was administered
annually from 2015 to 2019 by the Ministry of Employment
and Labor and the Korea Employment Information Service.
The GOMS dataset aimed to address the discrepancy between
educational outcomes and labor market demands by examining
the career progression and job mobility of university gradu-
ates. It collected comprehensive information on educational
backgrounds, job search activities, employment outcomes, and
various sociodemographic factors.

To ensure the data’s representativeness across different
regions and types of educational institutions, the survey
employed a stratified sampling method. Data collection
was carried out through both face-to-face interviews and
self-administered questionnaires, capturing a wide array of
variables relevant to graduates’ employment experiences.
The dataset included detailed records of graduates’ academic
achievements, extracurricular activities, job search strategies,
and employment outcomes. A total of 4852 male participants
were selected based on their responses to the survey of
GOMS. As the minimum number of samples calculated based
on power analysis using the z-distribution was 1188 with a
significance level («) of 0.05, effect size of 0.2, and power of
test (1 — B) of 0.95, the number of samples in this study was
appropriate. This study utilized secondary data from GOMS,
and as such, it was exempted from Institutional Review Board
(IRB) review by INJE University.

Data Preprocessing:

1. Data Cleaning: Missing values were handled using ap-
propriate imputation techniques, such as mean imputation for
numerical variables and mode imputation for categorical vari-
ables.

2. Categorical Variable Encoding: Categorical variables
were transformed into numerical representations using Entity
Embeddings.

3. Normalization: Numerical variables were normalized to
ensure they are on a similar scale, which helps improve the
performance of machine learning models.

4. Train-Test Split: The dataset was split into training
and testing sets using an 80:20 ratio to evaluate the model’s
performance on unseen data.

4.2 Baseline methods

To benchmark the performance of the proposed model, three
reference models were employed:

37

1. Random Forest: An ensemble learning method that con-
structs multiple decision trees and aggregates their predictions
to improve accuracy and robustness. Random Forest is known
for its ability to handle large datasets with multiple features and
its robustness to overfitting.

2. Gradient Boosting: A boosting method that builds an en-
semble of weak learners, typically decision trees, to iteratively
minimize prediction error. Gradient Boosting is effective in
capturing complex relationships between variables and has
been shown to perform well in various predictive tasks.

3. K-Nearest Neighbors (KNN): A non-parametric method
that predicts the target variable based on the majority class
of the nearest neighbors in the feature space. KNN is simple
to implement and can be effective for certain types of data,
although it may struggle with high-dimensional datasets.

4.3 Evaluation metrics

The performance of the models was evaluated using the fol-
lowing metrics:

1. Mean Absolute Error (MAE): Measures the average
magnitude of the errors between predicted and actual values. It
is calculated as: MAE = L 3" |y, — §;], where (y;) is the
actual value, (¢;) is the predicted value, and (n) is the number
of observations.

2. Root Mean Squared Error (RMSE): Measures the square
root of the average squared differences between predicted and
actual values. It is calculated as:

T, ~
RMSE = \/n Yo (vi— yi)Q]

RMSE gives higher weight to larger errors, making it sensi-
tive to outliers.

3. R-squared (R?): Measures the proportion of the variance
in the dependent variable that is predictable from the indepen-
R2 =1— E;]=1(Yi—3’\92

Si=l(yi—9)* ]’
where () is the mean of the actual values. R? provides an
indication of how well the model fits the data.

dent variables. It is calculated as:

5. Results

5.1 Model performance

The performance of the models was evaluated using the test
set. The results for MAE, RMSE and R? are summarized in
Table 1.

TABLE 1. Model performance on test set.

Model MAE RMSE R?

Entity Embeddings with Attention  0.45 0.60 0.78
Random Forest 0.50 0.65 0.75
Gradient Boosting 0.48 0.63 0.76
K-Nearest Neighbors (KNN) 0.53 0.70 0.72

MAE: Mean Absolute Error; RMSE: Root Mean Squared
Error.
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The proposed model, utilizing Entity Embeddings with At-
tention mechanisms, demonstrated superior performance com-
pared to all baseline models in terms of Mean Absolute Error
(MAE), Root Mean Squared Error (RMSE), and R-squared
(R?). This superiority suggests that the model is more precise
and effective in capturing the intricate relationships between
features that influence subjective life satisfaction. Specifically,
the lower MAE and RMSE values indicate that the Entity
Embeddings with Attention model produces fewer prediction
errors relative to the other models. Moreover, the higher R?
value implies that the model accounts for a greater proportion
of the variance in subjective life satisfaction, thereby enhanc-
ing its reliability for practical applications.

5.2 Cross-validation results
To ensure the robustness and generalizability of the results,
cross-validation was performed. The average performance

metrics across five folds are presented in Table 2.

TABLE 2. Cross-validation performance.

Model MAE RMSE R?
Entity Embeddings with  0.46 0.62 0.77
Attention

Random Forest 0.51 0.66 0.74
Gradient Boosting 0.49 0.64 0.75
K-Nearest Neighbors  0.54 0.71 0.71
(KNN)

MAE: Mean Absolute Error; RMSE: Root Mean Squared
Error.

The cross-validation results confirm the superior
performance of the Entity Embeddings with Attention
model, demonstrating its robustness and reliability in
predicting subjective life satisfaction. The consistency of the
performance metrics across different folds indicates that the
model generalizes well to unseen data, reducing the risk of
overfitting.

5.3 Variable importance analysis

Variable importance analysis was conducted to identify the
key predictors of subjective life satisfaction. For the Random
Forest and Gradient Boosting models, the importance of each
variable was assessed based on the reduction in impurity. For
the Entity Embeddings with Attention model, attention weights
were analyzed to determine the most influential features. The
top five important variables are listed in Fig. 1.

The importance scores indicated that monthly salary, job
satisfaction, company size, weekly working hours, and educa-
tional background were the most significant predictors of sub-
jective life satisfaction among young male workers. Monthly
salary emerged as the most critical factor, suggesting that
financial compensation played a pivotal role in life satisfac-
tion. Job satisfaction and company size also significantly
contributed, highlighting the importance of the workplace en-
vironment and organizational scale. Weekly working hours
and educational background further influenced satisfaction,
indicating the role of work-life balance and educational attain-
ment.

5.4 Ordinal regression analysis

Ordinal regression analysis was conducted to understand the
relationship between predictors and the ordinal outcome of

Variable Importance Scores

Monthly Salary |

Job Satisfaction |

Company Size

Variable

Weekly Working Hours

Educational Background |

0.25

0.22

0.18

0.15

0.10

0.00 0.05

FIGURE 1. Top five important variables.

0.10 0.15 0.20 0.25

Importance Score



subjective life satisfaction. The results of the ordinal regres-
sion analysis, including coefficients, odds ratios, and 95% con-
fidence intervals, are summarized in Table 3 and Fig. 2. The
results of the multivariate ordinal logistic regression analysis
indicate that increased monthly salary (Odds Ratio (OR) =
1.57, 95% Confidence interval (CI): 1.30, 1.89), higher job
satisfaction (OR = 1.46, 95% CI: 1.21, 1.75), larger company
size (OR = 1.35, 95% CI: 1.15, 1.60), and higher educational
background (OR = 1.22, 95% CI: 1.08, 1.38) are significantly
positively correlated with life satisfaction among young male
workers in South Korea. Conversely, an increase in weekly
working hours (OR =0.78, 95% CI: 0.67, 0.91) is significantly
negatively correlated with life satisfaction.

6. Discussion

In this study, the Entity Embeddings with Attention model
outperformed all baseline models in terms of Mean Absolute
Error (MAE), Root Mean Squared Error (RMSE), and R-
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squared (R?). This superior performance can be attributed
to the model’s ability to handle high-dimensional data with
numerous categorical variables effectively [ 13, 14]. The Entity
Embeddings captured meaningful representations of categor-
ical features, while the Attention mechanism focused on the
most relevant parts of the input data. These capabilities en-
abled the model to capture complex relationships and interac-
tions between variables, leading to more accurate and reliable
predictions [9]. Also, the cross-validation results confirmed
the robustness and generalizability of the Entity Embeddings
with Attention model. The consistency of performance metrics
across different folds indicated that the model generalizes well
to unseen data, reducing the risk of overfitting [ 14].

In this study, the variable importance analysis identified
several key predictors of subjective life satisfaction among
young male workers, including monthly salary, job satisfac-
tion, company size, weekly working hours, and educational
background. Monthly salary emerged as the most critical

TABLE 3. Ordinal regression analysis results.

Predictor Coefficient Odds Ratio 95% Confidence Interval p-value
Monthly Salary 0.45 1.57 [1.30, 1.8] <0.001
Job Satisfaction 0.38 1.46 [1.21,1.75] <0.001
Company Size 0.30 1.35 [1.15, 1.60] <0.001
Weekly Working Hours —-0.25 0.78 [0.67,0.91] <0.001
Educational Background 0.20 1.22 [1.08, 1.38] 0.030

Ordinal Regression Analysis: Odds Ratios with 95% CI

Educational Background | “[112028 1.38]
Weekly Working Hours - 1457 099718]-
Company Size ‘[11,31'55, 1.60]
Job Satisfaction | e[11'?'261, 1.75]
Monthly Salary - *[11'?370, 1.89]
0f8 1.0 1f2 lt4 1i6 1;8

Odds Ratio (95% Confidence Interval)

FIGURE 2. A odds ratios, and 95% confidence intervals of final model. CI: confidence intervals.
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factor, underscoring the pivotal role of financial compensation
in determining life satisfaction [6, 15—18]. Job satisfaction and
company size were also significant contributors, highlighting
the importance of a positive workplace environment and the
scale of the organization. Additionally, weekly working hours
and educational background were influential, reflecting the
significance of work-life balance and educational attainment
[15].

The application of ordinal logistic regression analysis in this
study enhanced the model’s interpretability by quantifying the
relationships between the predictors and the ordinal outcome
of subjective life satisfaction. The coefficients and odds ratios
provided a clear understanding of how variations in predictor
variables impact the likelihood of achieving higher levels of
life satisfaction. For instance, an odds ratio of 1.57 for monthly
salary indicated that each unit increase in monthly salary raised
the odds of being in a higher category of life satisfaction by a
factor of 1.57. However, despite the identification of monthly
salary as a critical predictor, it is imperative to consider other
interacting factors such as job security, career development
opportunities, and the cost of living. These factors may also
play significant roles in influencing life satisfaction. There-
fore, future research should aim to incorporate these additional
variables to develop a more comprehensive and nuanced model
of life satisfaction.

The findings have several practical implications. For policy-
makers, the results highlight the importance of financial com-
pensation, job satisfaction, and work-life balance in enhancing
the well-being of young male workers. Policies aimed at
improving wages, creating positive workplace environments,
and promoting work-life balance can significantly enhance life
satisfaction. For employers, the insights can inform targeted
interventions to improve employee satisfaction through com-
petitive wages, career development opportunities, and support-
ive management practices. However, there are limitations to
consider. First, the use of self-reported life satisfaction mea-
sures may introduce bias, as respondents might overestimate
or underestimate their true satisfaction levels. Second, the
study may be affected by unmeasured confounding factors that
were not accounted for, which could influence the observed
relationships between the predictors and life satisfaction.

7. Conclusions

This study demonstrated the effectiveness of using advanced
machine learning techniques, specifically Entity Embeddings
with Attention mechanisms, to predict subjective life satisfac-
tion among young male workers in South Korea. The results
highlighted the importance of financial compensation, job sat-
isfaction, and work-life balance in enhancing life satisfaction.
Future research can build on these findings to explore the
broader applicability and robustness of the proposed model in
different contexts.
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